Linear algebra?2

Chapter -1-

Real Vector Space

(1.1) Vectors in the plane

We draw a pair of perpendicular lines intersecting at a point O, called
the origin. One of the lines, the x-axis, is usually taken in a horizontal
position.

The other line, the y-axis, is then taken in a vertical position. The x- and
y-axes together are called coordinate axes, and they form a rectangular
coordinate system or a Cartesian coordinate system.

We now choose a point on the x-axis to the right of O and a point on the
y-axis above O to fix the units of length and positive direction on the x-
and y- axes. Frequently, but not always these point are chosen so that
they are both equidistant from O-that is ,so that the same unite of
length is used for both axes.

With each point p in the plane we associate an order pair (x,y) of real
numbers, its coordinate .Conversely ,we can associate a point in the
plane with each ordered pair of real numbers .Point p with coordinate
(x,y) is denoted by p(x,y) or simply (x,y).

The set of all points in the plane is denoted byR? ; it is called 2-space.

X
Remark: Consider the 2X1 matrix X= [y]

Where x,y are real numbers . with x we associate the directed line
segment with the initial point the origin O and terminal point p(x,y) .

The direct line segment from O to P is denoted OoP

O is called its tail and P its head .we distinguishes tail and head by
placing an arrow at the head. A directed line segment has a direction,
indicated by the arrow at its head



The magnitude of a directed line segment is its length. Thus a directed
line segment can be used to describe force, velocity or acceleration.

Conversely, with the direct line segment OP with tail 0(0,0) and head

X
P(x,y) we can associate the matrix [y]

X
Def. A vector in the plane is a 2x1 matrix X= [y]

Where x and y are real numbers, called the components (or entries) of X
.we refer to a vector in the plane merely as a vector or as a 2-vector.

X X
Remark Since a vector is a matrix, the vectors u = [yﬂ and v = [yz]

Are said to be equal if x; = x, and y, = y, .That s, two vectors are
equal if their respective components are equal.

. a+b 3
Ex. Find a,b where the vectors [ 5 ] '[a ~ b] are equal

M[a;b]=[aib]

Then a+b=3
a-b=2
by solve the linear system obtain a = g and b = %
Uq )
Def. Let u = [uz] and v = [vz]
Be two vectors in the plane .The sum of the vectors u and v is the vector

ul + vl]

u+v=[u2+v2

Remark observes that vector addition is a special case of matrix
addition.

Ex. Find u+v where u = [g] ,v=[_34]



Solution: u + v = [3 _Zl_-l(__i)] =[_51]

u
Def. If u = [u;] is a vector and c is a scalar (a real number) ,then the

cu
scalar multiplication cu of u by c is the vector [cu;] .Thus the scalar cu is

obtained by multiplying each component of uby c.If ¢> 0thencuisin
the same direction as u,whereas if d< 0 then du is in the opposite
direction.

Ex. Find cu,du if c=2,d=-3 and u = [_23]

Solution cu = 2 [_23] = [—46]

_ _o[271_1[-6
du = 3[_3]_[9]
Remark
(1) The vector [8] is called the zero vector and is denoted by 0.if u is any
vector then u+0=u
(2) (-1)u=-u it is called the negative of u and u+(-1)u=u-u=0

(3) If uand v are any vectors then u+(-1)v=u-v it is called the difference
between u and v

Vectors in Space

We first fix a coordinate system by choosing a point called the origin
and three lines called the coordinate axes each passing through the
origin so that each line is perpendicular to other two. These lines are
individually called the x,y and z-axes.

With each point P in space we associate an order triple(x,y,z) of real
numbers its coordinates .conversely, we can associate a point in space
with each ordered triple of real numbers.

The point P with coordinates x,y and z is denoted by P(x,y,z) or (x,y,z)



The set of all points in space is called 3-space and is denoted by R3

A vector in space, or 3-vector, or simple a vector is a 3X1 matrix X =
X
z

Where x,y,z are real numbers called the components of vector X.

Two vectors in space are said to be equal if their respective components

are equal .
X

With the vector X = [y]we associate the directed line segmentOP,
Z

whose tail 0(0,0,0) and whose head is P(x,y,z);conversely ,with each
directed line segment we associate the vector X.

Remark as in the plane, in physical application we often deal with a

directed line segment Fd from point P(x,y,z) (not the origin) to the point
Q(xI, yI, ZI)

The components of such a vectorare (x' — x,y' —y,z' — z)

Remark
U 1
(1)ifu = [uz and v = [Uzlare vectors in R3then the sum u+v is define
usz U3
U + vy
u+v=|u,+v,
Uz + U3
U
(2)ifu = [uz isvector in R3then the scalar multiple cu is define cu =
usz
cuq
Cus
0
(3) The zero vector in R3is denoted by 0 where 0 = [0‘
0

If uis any vector in R3 then u+0=u



u1 Uuq
(4) The negative of the vector u = [uzl is the vector —u = luzl and
Us Us

u+(—u)=0

Remark a vector in plane as an ordered pair of real numbers or as 2x1
matrix.

A vector in space is an ordered triple of real numbers or 3x1 matrix.

2 3
Ex. Letu = [ 3 ] and v = |—4| compute: (a) u+v; (b)-2u; (c) 3u-2v
-1 2
Solution
2+3 5
(@u+v=1|3+(—4) =[—1]
—-1+4+2 1
—2(2) —4
(b) —2u=1| —2@3) | = —6]
—-2(-1) [ 2

(c)3u—2v=1|3@3) |-|2(-d)| =117
3(-1)] | 2(2) -7

32) | [ 23) [ 0 ]

Theorem 1.1

If u,v and w are vectors in R%or R3and c and d are real scalars then the
following properties are valid:

(a) u+v=v+u

(b) u+(v+w)=(u+v)+w
(c) u+0=0+u=u

(d) u+(-u)=0

(e) c(u+v)=cu+cv

(f) (c+d)u=cu+du



(g) c(du)=(cd)u

(h) 1u=u

Exercises

(1) Sketch line segment in R?,representing each of the following
vectors:

wu=f]  @=[)

(2) For what values of a,b are vectors [a ; b]and [a E b] equal?

2a—b
(3) For what values of a,b,c are vectors [a — 2b]and
6
-2
2 ]equal?
a+b—2c

(4) Determine the components of each vector P_Q)
(a) P(2,3),Q(4,5)

(b) P(-2I2I3)IQ(-31512)

.

C=-2 and d=3.compute each the following:

3 2
(5) Let u = [ 2 ],v= 3
-1 4
(a) v+u
(b) cu+dw
(c) u-v+w

(d) cu+dv+w

(6) Let u = [3] V= [_43]



compute each the following:
(a) u+v

(b) u-v

(c) 2u

(d) 2u-3v

et =[]y =[] 2= [ u=[]

Find r,s where
(a) z=2x

(b) z+u=x
(8) If possible, find scalars r,s where r [_12] + s [_34] _ [—65]

(9) If possible, find scalars x,y,z ,not all zero ,so that

1 1 3 0
x|2|+y|3|+z|7|=]0
-1 -2 —4 0

(1.2) vector spaces

Def. A real vector space is a set V of elements on which we have two

operation (+) and( - Jdefine with the following properties:

(a) If uand v are any elements in V, then u+v in V (we say that Vis closed
under the operation( +))

(1) u+v=v+u forall u,vinV
(2) u+(v+w)=(u+v)+w for all u,v and win V
(3) There exists an element 0 in V such that u+0=0+u =u for any u in V

(4) For each u in V there exists an element —u in V such that u+(-u)=-
u+u=0



(b) If uis any element in V and c is any real number then c.uin V (i.e Vis
closed under the operation ( .))

(5) c.(u+v)=c.u+c.v for any u,v in V and any real number c

(6) (c+d).u=c.u+d.u for any u,vin V and any real numbers c,d
(7) c.(d.u)=(cd).u forany uinV and any real numbers c,d

(8) L.u=uforanyuinV

Remark

(1) The elements of V are called vectors

(2) The elements of the set of real number R are called scalars
(3) The operation (+) is called vector addition

(4) The operation (.) is called scalar multiplication

(5) The vector 0 is called zero vector

(6) The vector —u is called a negative of u

(7) The vector 0 and —u are unique

Remark In order to specify a vector space, we must be given a setV and
two operation (+) and (.) satisfying all the properties of the definition we
shall often refer to real vector space merely as a vector space.

a;
a
Ex.1 Consider R, the set of all matrices ;2 with real entries.

an

Let the operation (+) be matrix addition and let the operation (.) by
multiplication of matrix by a real number (scalar multiplication) thenR",
is a vector space.

a,
. |a2 n:
Thus the matrix | . | as an element of R"is called n-vector or vector.
a‘l’l



Ex.2 The set of all mXn matrices with matrix addition as (+) and
multiplication of a matrix by a real number as (.) is a vector space .We
denoted this vector space by M,,,,

Ex.3 The set of all real numbers with (+) as the usual addition of real
numbers and (.) the usual multiplication of real numbers is a vector
space.

Ex.4 Let R, be the set of all 1 X n matrices [a; a, - @n]

where we define (+)

by [31 doy e an](+)[b1 bZ bn]
= [31 + b1 az + bz an + bn]
and define (()byc(.)[a; a, - @n]=[ca; ca, - Can]

then R, is a vector space.
Ex.5 Let V be the set of all 2xX2 matrices with trace equal to zero ;that is

A=[z1 2] isin V provided Tr(A) =a+d =0

The operation (+) is standard matrix addition and the operation (.) is
standard multiplication of matrices then V is a vector space.

Ex.6 The set P, of all polynomials of degree < n is a vector space

A polynomial in tis a function that is expressible as P(t) = a,t™ +
Ap1t" 1+t agt+a,

Where a,,, a;_1, - - ,a4,a, are real numbers and n is a nonnegative
integer.

If a,, #0 then P(t) is said to have degree n. thus the degree of a
polynomial is the highest power of a term having a nonzero coefficient

P(t)=2t+1 has degree 1
P(t)=3 has degree 0
P(t)=0 has no degree denoted by 0

Ex.7 Let V be the set of all real-valued continuous functions define in R.



If f,g are in V and c is a scalar, we define

(f (+) g)(t)=f(t) (+) g(t)

(c () f)(t)=cf(t)

The vector space which is denoted by C(—o0, ®)

Ex.8 Let V be the set of all real numbers with the operation

u (+) v=u-vandc(.) u=cu

V is not vector space because property (6) does not hold since
(c+d)(.)u=(c+d)u=cu+du

Whereas c (.) u (+) d (.) u=cu(+)du=cu-du

are not equal in general

Ex.9 Let V be the set of all order triples of real numbers (x,y,z) with the
operation (x,y,z) (+) (x',y,z") =&, y+y',z+2")

and ¢ (.)(x,y,z) = (cx,cy,cz)
V is not vector space because property 1,3,4,6 fails to hold.

Ex.10 Let V be the set of all integer with the operation (+)as ordinary
addition and(.) as ordinary multiplication.

V is not vector space because if u is any nonzero vectorinVand ¢ = V3

Thenc (.)uis notinV

Theorem 1.2 If Vis vector space, then

(a) O(.)u=0 for any vectoru in V
(b) c(.)0=0 for any scalar c
(c) If ¢(.)u=0 ,then either c=0 or u=0

(d) (-1)(.)u=-u for any vectoruin V



Remark The following notation and the descriptions of the set:
R™the set of n X 1 matroces

R, the set of 1 X n matrices

M,,,, the set of m X n matrices

P the set of polynomials

P, the set of all polynomials of degree n

or less together with the zero polynomial

C(—o0, 0)the set of all

real — valued continuous functions with domain all real numbers



Exercise

(1) Let V be the set of all polynomials of degree 2 with the def. of
addition and scalar multiplication as in Ex.6

(a) Show that V is not closed under addition
(b) Is V closed under scalar multiplication?

(2) Let V be the set of all 2xX2 matrices 4 = [3‘2 Z]Iet the operation

(+) be stander addition of matrices and the operation (.) be stander
multiplication of matrices

(a) Is V closed under addition?

(b) Is V closed under scalar multiplication?

(c) What is the zero vector in the set V?

(d) Does every matrix A in V have a negative that is in V?

(e) Is V a vector space?

(3) The set of all order triples of real numbers with the operations
xyz)(H)X,y,2)=(&x+x,y+y,z+2)

And r(.)(x,y,2)=(x,2,z).is the set a vector space?

(4) The set of all 2x1 matrices [;C,] where x<0, with the usual operations
in R?

is the set a vector space?

(5) The of all order pairs of real numbers with the operations

) (HE,y) = @x+x,y+yland r()(x,y) = (rx,y)



Is the set a vector space?

1.3 Sup Spaces

Def. Let V be a vector space and W a nonempty sub set of V.If Wis a
vector space w.r.t the operations in V,then W is called a sup space of V.

Theorem 1.3 Let V be a vector space with operations (+) and (.) and let

W be a nonempty sub set of V.Then W is a sub space of V iff the
following conditions hold:

(a) If uand v are any vectors in W,then u(+)vis in W
(b) If cis any real number and u is any vector in W then c(.)u isin W

Ex.1 Every vector space has at least two sub space itself and the sup
space {0} (Recall O(+)0=0 and c(.)0=0 is any vector space)

Thus {0} is closed for both operations and hence sup space of V
The sup space {0} is called the zero sup space of V

Ex.2 Let P, be the set consisting of all polynomials of degree <2 and the
zero polynomial; P,is a sub set of P, the vector space of all polynomials.

Is a sup space of P P,

In general the set P, consisting of all polynomials of degree < n and the
zero polynomial is a sub space of P.Also P, is a sub spacse of P, 4

Ex.3 Let V be the set of all polynomials of degree 2;V is a sub set of P,the
vector space of all polynomials ;but V is not a sub space of P because the
sum of the polynomials 2t? + 3t + 1 and — 2t + t + 2 is not in V,since
it is a polynomial of degree 1.

a
Ex.4 Let W be the set of all vectors in R3 of the form [ b ]
a+b



Where a and b are any real numbers.

a, a;
Weletu = b4 and v = b,
a, + b, a, + b,
a, +a, a, +a,
u(+Hv = by + b, = b, + b,
(ay + by) + (a; + by) (ay + ay) + (by + by)
caq caqy
Andc(.)u = [ cby = cby
c(a; + by) ca, + cby

Remark we shall denoted u(+)v and c¢(.)u in a vector space V as u+v and
cu ,respectively.

V=av; + avy + ot apu = Z;‘ﬂajvj
For some real numbers a4, a,, ... ... , Ay

Remark The previous def. was stated for a finite set of vectors but it
also applies to an infinite set s of vectors in a vector space using
corresponding notation for infinite sums.

a
Ex.1 Let W be the set of all vectors in R3 of the form [ b ]
a+b

Where a, b are any real numbers, is a sub space of R3
1 0

Let v; = |0|and v, = |1] then every vector in W is a linear
1 1

a
combination of v;and v, since avy + bv, = [ b ]
a+b

Ex.2 Let P, be the set consisting of all polynomials of degree <2 and the
zero polynomial; every vector in P,has the form at? + bt + ¢ ,s0 each
vector in P,is a linear combination of t? tand 1.



1 1 1
Ex.3InR3 letv, = |2]|,v, =|0| and v; = |1
1 2 0

2
the vector v = ll] is a linear combination of vy, v, and v;
5

if we can find real numbers a4, a, and a;

so that a;v; + a,v, + azv3 =v

Substituting for vy, v, and v;we have a4 é + a, (1) + aj 1] = [i]
1 2 0 5
Leads to the linear system
a,+a,+ a; =2
201+ a3 =1
a, +2a, =5
Solving this system obtaina; = 1,a, = 2and a; = —1

Thenv = v, + 2v, — v3

Exercises

(1) The set W consisting of all points in R? of the form (x,x) is a straight
line Is W is a subspace of R% ?

(2) Let W be the set of all points in R® that lie in xy-plane. Is W a
subspace of R ?

(3) Is the set of all vectors of the following form a subspace of R® ?

a a a a
(a) b] (b) b (c) [O (d) lb wherea—2b+c=0
2 a+3b 0 c

(4) Is the set of all vectors of the following form a subspace of R,?

(a)[a b ¢ d]|wherea+b=3 (b)la b ¢ d]wherea=0,b=2d



(5) Let W be the set of all 2x2 matrices [Z Z] s.t a+tb+c+d=0.IsW a

subspace of M,,?

(6) Is the set of all 2x3 matrices [; l(; (c)]where ¢<0 subspace of
M,3?

1.4 Span

Def. If S={ v;, vy, ... ... , U} Is a set of vectors in a vector space V then the
set of all vectors in V that are linear combination of the vectorsin S is
denoted by span S or span { vy, vy, ... ... , Uk}

Remark the definition is stated for a finite set of vectors but it also
applies to an infinite set S of vectors in a vector space

Ex.1 Consider the set S of all 2%3 matrices given by

5=l o ollo o ollo 7 oo o 1P

Then the span S is the set in M,3consisting of all vectors of the form

03§ ools } Gocls S Yeals 3 g
_[a

“lo ¢ d

Where a,b,c,d are real number

That is span S is the sub set of M,; consisting of all matrices of the
a b 0

form [0 . d

Where a,b,c,d are real numbers
Ex.2 Let S = {t?,t, 1} be a sub set of p, we have span S =P,

P,(t) = at? + bt + c where a, b, c are real numbers

21707 [0
Ex.2 Let S = {[0],|-1]{, |0
ol Lol lo




be a sub set of R3.span S is the set of all vectors in R3 of the form

2 0 0 2a
al0|+b|-1|+c|0O =l—b
0 0 0 0

Where a,b,c are real numbers

Theorem 1.4 Let S = {v,,v,, ....., U} be a set of vectors in a vector

space V then span Sis a sub space of V.
k k
Proof u = ijlajvj and w = Zj:1 b;v;
For some real numbers a4, a,, .....,a; and by, by, ... ... , by
j=1%Yj j=15j%j j=1\"j iV
_ k _ vk
for any real number ccu = C(Zj=1 ajvj) = Yj=1(ca;)v;
u+w and cu are linear combination of the vectors in S.
Then span Sis a sub space of V.

Ex.1 Let S={t%, t} be a number of the vector space P, then span S is the
sub space of all polynomials of the form a t? + bt where a,b are real
numbers.

s ([} [0 1)

Be subset of the vector space M,, then span S is the subspace of all 2x2
diagonal matrices.

Def. Let S be a set of vectors in a vector space V. if every vectorin Vis a
linear combination of the vectors in S then the set S is said to span V or
Vis spanned by the set S that is span S=V.

Remark If span S =V ,Sis called a spanning set V .A vector space can
have many spanning sets.

Ex.1 Let P be the vector space of all polynomials. Let
S={1,t,t?,.....} that is the set of all (nonnegative integer)powers of
t.then span S=P .



every spanning set for P will have infinitely many vectors.

2 1
Ex.2 In R3,let v, = ll] and v, = I—l]
1 3

1
Determine whether the vector v = l 5 ] belong to span{vy, v,}
-7

Solution If we can find scalars a, b s.t av; + bv, = v

2 1 1
1 -1l =15
3 -7

1

a +b

We obtain the linear system

2a+b=1

a-b=5

a+3b=-7

Solve this linear system obtain a=2,b=3

is belong to span {vy, vy}~ v

Ex.3InP,letv; = 2t> + t + 2,v, = t? — 2t,v3 = 5t> — 5t + 2,

v, =—t>—3t—2

determine whether the vector

v =t2 +t+ 2 belongs to span{vy, v,, V3, Vs}

Solution If we can find scalars a4, a,, a; and a, so that
a1V + ayvy + azvz + AU, = v

a,(2t?2 + t + 2)+a,(t? — 2t) + a3 (5t = 5t + 2) + a,(—t?> — 3t — 2)
=t2+t+2

(2a,+a, + 5a;—ay)t? + (a;—2a, — 5a3—3a,)t + (2a; + 2a;—ay)
=t?+t+2

Thus we get the linear system



2a,+a, +5a3—a, =1
a,—2a, —5a;—3a, =1
2a4 + 2a3—2a, = 2
Thus linear system has no solution hence v does not belong to
Span vy, v,, U3, V,}
Ex.4 Let V be the vector space P,
letv, =t?+ 2t +1,v, = t? + 2. Does{v,,v,} spanV?
Solution Let v= at? + bt + ¢
Where a,b,c are real numbers, then
a v, +av, =v
a,(t> + 2t + D+a,(t* +2) = at> + bt + ¢
(a;+ay)t? + 2ayt + (a; + 2a,) = at* + bt + ¢
Thus we get the linear system
a,+a, = a
2a;, =b
a, +2a, =c

Thus linear system has no solution hencevy, v,} v does not Span V
Exercises

(1) Explain the set S is not a spanning set for the vector space V

@5 ={[].[ol}-v = #

ws={[3 L% Svm

(2) Determine whether the given vector p(t) in
p2 belong to span{p,(t),p,(t),p3(t)} where



p () =t*+2t+1,p,(t) =t*+3,p3(t) =t -1
(@Q)p®) =t*+t+2 b)plt) =—-t*+t—4
(3) Determine whether the given vector A in

M3, belong to span{A,,A;, A3} where A = [_51 ;]

(4) Is the following set of vectors spanR*?

271 10
3| |2
21’11
ol 11

(5) Is the following set of vectors spanR,?
{1 -2 3 o,[1 2 -1 o],[0 0 0 3]}

Linear Independence

Def. the vectors vy, Vo, ... ...., V) in @ vector space V are said to be linearly
dependent if there exist constants a4, a,, ... ...., apnot all zero s.t

a,vq + avy + - ... +a,vE=0

Other wise v4, V5, ... ...., Vi are called linearly independent that is
Vq, Vg, ... ... ., Vg are linearly independent if whether a;v4 +
av,, ... +a,v,=0

=0a; = a; = ...= ay

If S= {vy, vy, ... ...., Uy} then we also say that the set S is linearly
dependent or linearly independent if the vectors have the corresponding
property.

3 1 -1
Ex.1 Determine whether the vectors v, = [2] , Vg = [2] , V3 = [ 2 ] are

1 0
linearly independent.

Solution a,v; + a,v, + azv3=0



3 1 -1 0
aq 2|+ a, 2|+ as 21=10
1 0 -1 0

We obtain the homo. linear system
3a1 + az - a3=0

=02a1 + Zaz + 2a3

=Oa1 - a3
k

Solve this system obtain | -2k |,k # 0
k

The vectors are linearly dependent
Ex.2 Arethevectorsv; =[1 0 1 2],v,=[0 1 1 2]

in R, linearly dependent or linearly v;=[1 1 1 3]
independent?

Solution a,v; + a,v, + azv3=0
We obtain the homo. linear system
=0a; + aj

=0a; + a, + az

=02a4 + 2a, + 3a3

Solve this system obtain the only solution is the trivial solution a; = a, =
a3=0

So the vectors are linearly independent.

Ex.3 Are the vectors v; = [g ﬂ ,Vp = i g] , V3 = [_02 _13] in

M5, linearly independent?
Solution a,v; + a,v, + azv3=0

-0a, g ﬂ+a2 1 (2)]+a3 [_02 _13]



2a4 + a, a1+2a2—3a3]_[0 0
a2_2a3 a1+a3 B 0 O

We have the linear system
2a1 + az - 0
a1+2a2_3a3 :0

a2_2a3:0

a1 + a3 = 0
-k
Solve this linear system obtain nontrivial solution | 2k |,k # 0
k

So the vectors are linearly dependent.

Ex.4 Are the vectors v; = t2 +t + 2 ,v, = 2t*> +
tand v3 = 3t% + 2t + 2 in P, linearly dependent or
linearly independent?

Solution we have
a1+2a2+3a3 :O

a1+a2+2a3=0
2a1+2a3=0

Which has infinitely many solutions .A particular a; = 1,a, = 1,a; =
-1

Sovi +v,—v3=0

Hence the given vectors are linearly dependent.



Theorem 1.5 Let S = {v, vy, ....., v, } be a set of n vectors in R™(R,,)

.Let A be the matrix whose columns(rows) are elements of S.Then S is
linearly independent iff det(A)#0

Ex.sSs={[1 2 3,0 1 2][3 0 -1]}
a linearly independent set of vectors inR3?

Solution we form the matrix A whose rows are the vectorsin S

1 2 3
A=10 1 2 ] since det(A) = 2 then S is linearly independent
3 0 -1

Theorem 1.6 Let S;and S, be finite subsets of a vector space and let S;be

a subset of S, then the following statements are true:
(a) If §; is linearly dependent so is S,

(b) If S, is linearly independent so is S;

Remark

(1) The set S={0} is linearly dependent. If S is any set of vectors that
contains 0 then S must be linearly dependent.

(2) ) A set of vectors consisting of a single nonzero vector is linearly

(3) 1 f vy, vy, ....., Vg are vectors in a vector space V and any two of them
are equal thenvy, vy, ....., Vv are linearly dependent

Theorem1.7 The nonzero vectors v4, vy, ....., U, in a vector space V are
linearly dependent iff if one of the vectors v;(j = 2) is a linear

combination of the preceding vectors vy, v,, .....,Vj_4
Ex.letV =Rzand alsov,; =[1 2 -1lv,=[1 -2 1]
,v3=[-3 2 1l,v,=[2 0 O0]we find that
vy +v,+0v3—v, =0

S0 Vq, V9, V3, U, are linearly dependent we then have v,
=V + %) + 0173



Remark

(1) Does not say that every vector v is a linear combination of the
preceding vectors.

(2) We can prove that if S={v;, v,, ....., U } is a set of vectors in a vector
space V,then S is linearly dependent iff one of the vectors in S is a linear
combination of all other vectorsin S

(3) Observe that if vy, v,, ....., vy are linearly independent vectors in a
vector space, then they must be distinct and nonzero.

Exercises

_N =

471 12
(1) Determinate whether [ ,[ﬂ ,[ﬂ is a linearly independent
ol L3

-1
setin R*

(2) Determinate whether {[3 1 2],[3 8 -5],[-3 6 —9]lisa
linearly independent set in R;

(3) Which of the given vectors in R; are linearly dependent? For those
which are express one vector as a linear combination of the rest

(@[2 -1 ol,[0o 3 2],[2 4 3][3 6 6]
(b)[1 1 0l[3 4 2]

1.6 Basis and Dimension

Def. The vectors vy, v, ... ... , Vi in avector space V are said to form a
basis for V if

(@) vy, Vg, .. ... , Vi spanV

(b) v1, vy, ... ... , Ui are linearly independent

Remark

(1) f vy, vy, ... , Uy, form a basis for a vector space V, then they must be

distinct and non zero



(2) in definition a finite set of vectors but it also applies to an infinite set
S of vectors in a vector space

17 107 [O
Ex.1 Let V=R3 the vectors lO] , ll] , lO]form a basis for R3,called the
ol L0t 11

natural basis or standard basis forR3

Similarly thevectors[1 0 0],[0 1 O0],[0 0 1]isthe natural
basis for R3

Remark
(1) The natural basis for R™ is denoted by {e,, e,, ....., e,} ,where
0
0

=|1| «ithrow
0

nl
That is e; is an nx1 matrix with a (1) in the i th row and zeros elsewhere.

(2) The natural basis for R3is also often denoted by

ol

a,

Thus any vector v = |2
as

in R3can be writtenas v = ayi + a,j + aszk

Ex.2 Show that S = {t? + 1,t — 1,2t + 2} is a basis for the vector
space P,

Solution To do this we must show that S spans V and is linearly
independent.

To show that it spans V we take any vector in V that is a polynomial

at® + bt + ¢ where a, b, ¢ are real numbers



Andfind a;,a,,a3 stat?+bt+c=a;(t?+1)+a,(t—1)+
az(2t + 2)

=a1t2 + (az + 2a3)t + (a1 - az +
2as)

We get the linear system
a1 =a
az + 2a3 - b

a,—a, +2az3=c

a+b—c c+b—a
;a3 =
2 4

Solving, we have a; = a,a, =

~ SspanV

For example suppose that we are given the vector 2t? + 6t + 13

N , -5 17
Substituting, we find thata, = 2,a, = - 03 =

5 5 -5 17
2t + 6+ 13 = 2(t +1)+7(t—1)+7(2t+2)

To show that S is linearly independent, we form
a(t?+ 1) +a,(t—1)+az(2t+2) =0
a;t? + (ay + 2a3)t + (a; —a, + 2a3) =0
We get the linear system a; =0
a, +2a; =0
a;—a;+2a; =0
The only solution to this homo. system is
a;, =0,a,=0,a; =0
~ Sis linearly independent

Thus S is a basis for P,



Remark The set of vectors {t", t"7 1, ... ... ,t, 1} form a basis for the

vector space P, called the natural or stander basis for P,
Ex.3 Show that the set S = {v,, v,, v3, v4}

Wherev; =[1 0 1 0l,v,=[0 1 -1 2Lvs=[0 2 2 1]
v,=[1 0 0 1]

Solution To show that S is linearly independent
We form the equation a,v; + a,v, + azv; + a,v, =0
We get the linear system a,+a, =0

a, +2a; =0

a,—a,+2a3=0

2a, +az+a, =0

The only solution to this homo. systemis
a;, =0,a,=0,a3=0,a, =0
To show thatSspans R, weletv=[a b ¢ d]beanyvectorinR,
Then aqv; + a,v, + azvz + a,v, = v

Substitutingv,, v,, v3, v4and v for we find a solution for a4, a,, as, a, to
the resulting linear system

~ S spans R, and is a basis for R,

Remark A vector space V is called finite-dimensional if there is a finite
subset of V that is a basis for V .If there is no such finite subset of V,then
V is called infinite-dimensional .

We now establish some results about finite-dimensional vector space

(1) If {vq, vy, ...., Ui} is basis for a vector space V then
{cvy, vy, ..., Vi Jis also a basis when c#0

(2) A basis for a nonzero vector space is never unique.



Theorem 1.8 If S = {v,,v,,...., 1, } is a basis for a vector space V then

every vector in V can be written in one and only one way as a linear
combination of the vectorsinS.

Theorem 1.9 Let S = {v, vy, ...., v, } be a set of nonzero vectorsina

vector space V and let W=span S.Then some subset of S is a basis is a
basis for W.

Theorem 1.10 If S = {v,,v,,...., v, } is a basis for a vector space V and

T={wy;, w,, ....,w,.} is alinear independent set of vectors in V ,then r<n.

corollary 1.1 If S = {v,,v,,...., v} and T={w,, Wy, ....,w,,, } are bases

for a vector space V,then n=m.

Proof Since S is a basis and T is linearly independent ,from theorem 1.10
that m=n .Similarly, we obtain n<m because T is basis and S is linearly
independent

Hence n=m.

Def. The dimension of a nonzero vector space V is the number of vector
in a basis for V.We often write dim V for the dimension of V .we also
define the dimension of the trivial vector space {0} to be zero.

Ex1. The set {t?,t, 1} is a basis for P, so dimp,=3
Ex2. Let V be the subspace of R3 spanned S={v,, v,, v3} where
vi=[0 1 1lv,=[1 0 1]
vg=1[1 1 2]thus everyvectorinV is of the form a v, + a,v, + asv;
Where a4, a,, a; are arbitrary real numbers.

We find that S is linearly dependent and v = v; + v, thus S; = {vy, v,}
also spans V.since S; is linearly independent. we conclude that is a basis
for V.

Hence dimV=2.

Def. Let S be a set of vectors in a vector space V .A subset T of S is called
a maximal independent subset of S if T is a linearly independent set of



vectors that is not properly contained in any other linearly independent
subset of S.

Ex. Let V be R3 and consider the set S={v,, v,, 3, v,} where
1 0 0 1

Maximal independent subset of v; = |0|,v, = |1]|,v3 = (0], v, = |1
0 0

1 1
S are

{v1,v3,V3}, {U1; Uy, U4}, {v1,v3, 04}

{v,, V3, 14}

Corollaryl.2 If the vector space V has dimension n,then a maximal
independent subset of vectors in V contains n vectors.

Corollaryl.3 If a vector space V has dimension n,then a maximal
spanning set for V contains n vectors.

Corollary1.4 If a vector space V has dimension n,then any subset of m>
n vectors must be linearly dependent.

Corollary1.5 If a vector space V has dimension n,then any subset of m<
n vectors cannot span V.

Theorem 1.11 If S is a linearly independent set of vectors in a finite-

dimensional vector space V.Then there is a basis T for V that contains S.

Theorem 1.12 Let V be an n-dimensional vector space

(a) If
S={v1, vy, V3, e ... ,Un} is a linearly independent set of vectorsinV,

Then S is a basis for V
(@) If S={vy, vy, V3, ... ... ,Un} spans 'V,
Then S is a basis for V

Theorem 1.13 Let S be a finite subset of the vector space V that spans V

.A maximal independent subset T of S is a basis for V.



Exercises

(1) The set W of all 2x2 matrices with trace equal to zero is a subspace
of M,, show that the set S={v,, v,, v3} where

is basis for W.v; = 0 Vg = [ ] V3 = [ _01]

(2) Find a basis for the subspace V of P, consisting of all vectors of the
form at® + bt + ¢ where c=a-b

(3) Which of the following sets of vectors are bases for R??

(15

(4) Which of the following sets of vectors are bases for R3?

(R

(5) Which of the following sets of vectors are bases for R,?
{3 -2 0 3L[5 -1 3 1L[1 0 0o 1]}
(6) Which of the following sets of vectors are bases for P,?
{—t2 +t+2,2t% + 2t + 3,4t*> — 1}

(7) Show that the set of matrices from a basis for the vector space M,

o ol 1l 710 1l

(8) Find a basis for the subspace W of R3 spanned by

]

what is the dimension of W?



Chapter-2-

Inner product spaces

2.1 Length and direction in R? and R3

Length

The length or magnitude of the vector denoted by ||v|] is:

%
(1) The length of the vector v = [v;]in R? ,is by the Pythagorean

theorem ||v]|| = /v?{ + V2,
U1

(2) Let v = [Uz] be a vector in R3
U3

Using the Pythagorean theorem the length of vis ||v|| =

\/vzl +v2,+v2,
Ex. Find the length of v where

@ wv=[2%]

Solution ||v|| = /(2)2 + (-5)2 = V4 +25 = V29
1
4
3

Solution ||v]|| = \/(1)2 +(2)2+(3)2=V1+4+9=+14

(1) v=

Remark
(1) If the points P; = (uq, uy), P, = (v, v,) in R?

The distance from P; to P, the length of the line from P; to P, is given by
Vi = u)? + (v, — up)?

Uy U1 , 2
Ifu = , U= are vectors in R
Uz ()



Define the distance between the vectors u and v as the distance
between the points P; and P,.

The distance between uand vis given by |[v —u|| =

VW1 —up)? + (V3 — up)?

(2) If the pOintS Pl = (ul, uz,ug), PZ = (171, Uy, U3) in R3

The distance between P; and P, is given by

Vs —u)? + (v —up)? + (v3 — uz)?

Uq (%1
Ifu = |uz| ,v = |v2| are vectors in R3
Us V3

The distance between uand vis given by |[v —u|| =

V1 —u)? + (v —uyg)? + (v3 — uz)?

(3) The zero vector has length zero. the zero vector is the only vector
whose length is zero.

Ex. Compute the distance between the vectors

Du= [_51] v B]

Solution |[v—ul| =/B3+1)2+(2-5)2=vV16+9=v25=5

1
2Q)u= [Zl,vz
3

-4
3
5

Solution ||v —ul| = /(-4 —1)2+ (3 —-2)2+ (5—3)2 =30

Direction

(1) The direction of a vector in R? is given by specifying its angle of
inclination or slope.



(2) The direction of a vector v in R is given by specifying by giving the
cosine of the angles that the vector v makes with the positive x,y and z-
axes these are called direction cosines.

(3) The zero vector on R? or R3 has no specific direction

Remark

U V1 .2 .
(1) fu= [uz] , U = [Uz] are nonzero vectors in R“ and 8 is the angle
between u and v,then:

U v, + Uy v,
cosf = ,0

<0<
llull{[v]l

T

251 (51
(2)Ifu= [uz] , U = [Uz] are nonzero vectors in R3 and 6 is the angle
Us V3

between u and v,then:

U1V + Uy Uy U3 V3
cosf = ,

<0<
lulllvl

1 0
Ex. Find the angle between the vectors u = [1] ,V = [1]
0 1

Solution

_ _WO+OM+ @@ 1
V12 +12 + 02V/02 + 12 + 12 2

cos@

=0 =60
Def. The stander inner product or dot product

On R? or R? is the function that assigns to each ordered pair of vectors

uq (%1
U V11. 2 . 3
u=|, [.v=1, inR“oru=1|Uz| ,v=1|V2] inR
2 2 Us Vs

The number u.v



UV =U Vg + UV, in R2
U.V=uyV; + Uy vy t+uzvs in R3

~ |lv|| = Vv.v visavectorin R? or R3

u.v 0 <
lullllvll
< 1 ,u and v are nonzero vectors in R? and R?3

& cosO = 0

Remark The two vectors u and v in R? or R3 are orthogonal or
perpendicular iff u.v=0

Ex.are the two vectors u = [_24] ,U = [;L] orthogonal?

Solution u.v=(2)(4)+(-4)(2)=0
The two vectors orthogonal

Theorem 2.1

Let u v and w be vectors in R? or R3 and let c be scalar .the stander
inner product on R? or R3has the following properties:

(@) u.u=0;u.u=0 iff u=0
(b) u.v=v.u
(c) (u+v).w=u.w+v.w

(d) cu.v=c(u.v) for any real scalar c

Unit vectors
A unit vector in R? or R3is a vector whose length is 1.
If x is any nonzero vector, then the vector u =

1. . . . .
pXisa unit vector in the direction of x.

Ex. Find a unit vector from the vector x = [_43]



Solution ||x|| = /(=3)2+(4)2 =25 =5
-3

- cu=1[3]=
The unit vectoris u = 5[ 4 ] =

Jull = J(‘;) ; (%) _ W

= 1, u points in the direction of x.

U1|»{>U1|

Remark

(1) There are two vectors in R? that are of special important.

These are i = [(1)], j= [(1)] the unit vectors along the positive x and y-
axes respectively.

i and j are orthogonal ,since i and j form the natural basis for R?,every
vector in R? can be written uniquely as a linear combination of the
orthogonal vectors i and j.

Ifu = [Z;] is a vector in R? thenu = u, [(1)] + u, [(1)] = Uqi + Uyj
iizj.j=1 ; i.j=0

(2) Similarly,the vector in the natural basis for R3

1 0 0
(- H,,-: [1 and k= o]
0 0 1
Are unit vectors that are mutually orthogonal.
U
Ifu = [uz is a vector in R3 then
U3 |
1 0 0
u:ul[o +uy |1+ us3 O] =ul + uyj +uzk
0. 0 1

iizj.j=k.k=1 ; ij=i.k=j.k=0



Exercises

(1) Find the length of each vector

-1 4
@|-3| ® |-2| ©[L] @]
a5 @ | 2| @[] @}

(2) Compute ||u — v||

~1 —4
@u=|0| ,v=|-5| BWu=[}| v=[2
) _04] o= |5 @u= [ o=l

(3) Find distance between u and v and find the cosine of the angle
between u and v

0 1
(a) u= v= 2| Wu=[ v=[21]
oo o ] ey -1

2
(3) Find all values of c where ||u|| = 3 foru = c]
(4) Which of the following vectors are orthogonal?

1 3
(a) u= [—1] ,V = [—1],w:
-2 2

(5) Find c so that the vector v = [i] is orthogonal tow = [_21]

2
4
-1



(6) Let P( 3,-1,2) , Q(4,2,-3) are points in R3.Find length the segment
PQ.

2.2 Cross product in R3

letu = uqi + uyj+uskand v =vi + vyj +
v3k are vectors in R3 ,then

The cross product of u and v is denoted by uxv .

i j k
Let |u; u; uz
V1 Uy U3

the vector u X v is:

u3|_ |u1 u3|_

U U
v3 L V1 7.73 |

uxv—|u2 |k
R V1 V3

uxv=(U,v3 — uU3Vy)i + (Uu3v; — U v3)j + (W v, —u,v )k

U3V — UqV3

U V3 — U3V;
U1V — UV

Ex. Find uxvwhereu = 2i+ j+2kandv =3i —j — 3k

i j k
Solution Let [2 1 2
3 -1 -3

the vector u X v is:
1 201, 12 20.,.12 1
uxv=|2 Slicly Slitly Sk
uxv=(-3+2)i-(-6-6)j+(-2-3)k=-i+12j-5k
Remark
(1) (uxv).u=0 and (uxv).v=0 ((uxv) orthogonal to uand v)

(2) The cross product uXv is a vector while the dot product u.vis a
number.

(3) The cross product is not define onR™ if n#3.



(4) Let u,v and w be vectors in R3and c a scalar ,then
(5) uxv=-( vxu)
(6) ux(v+w)= uXv + uxXw
(7) (u+v)Xw=uXw + vXw
(8) c( uxv)=(cu)xv=ux(cv)
(9) uxu=0
(10) OxXu=ux0=0
(12) ux(vxw)=(u.w)v-(u.v)w
(12) (uxv)xw=(w.u)-(w.v)u
(13) (uxv).w=u.(vxw)
(14) u and v are parallel iff uxv=0
(15) ixi=jxj=kxk=0 ; ixj=k, jxk=i, kxi=j ; jxi=-k, kXj=-i, iXk=-]
(16) |lu x v|| = |lu||llv]|siné 0<O6<m
(sinfB non negative since 0 < 0 < m)

Ex.lLetu=2i+ j+2k,v=3i—j—3k andw =i+ 2j +
3k then:

(1) Find uxv
(2) Show that (uxv).w=u.(vxw)
Solution uxv=-i+12j-5k , (uxv).w=8

vxw=3i-12j+7k ,u.(vxw)=8

Area of a Triangle

: . 1 . 1
The area of the triangle is Ay = 5 ||lul|[|v]||sin@ = 5 |lu x v||



Ex. Find the area of the triangle with vertices
pl(zl 2; 4'); pZ(_ 1; 0; S)and p3(31 4'1 3)

Solution
u=pp,=-3i—2j+k
v=pip3 =i+2j—k
Then the area of the triangle At is :

Ar == I(=3i = 2j + k) X (i + 2j — k)|

1
=S 11(=2j = 4l = lI(=) = 2K) | = V5

Area of a Parallelogram

The area Ap of the parallelogram with adjacent sides u and v is:
Ap =|[luxv| =2Ar

Ex. Find the area of the Parallelogram with adjacent sides p;p, and
p1pP3 where p,(2,2,4),p2(—1,0,5)and p3(3,4,3)

Solution
u=pp,=-3i—2j+k
v=pp3=1i+2j—k
Then the area of the triangle At is :

Ar =-II(=3i = 2j + k) X (i + 2j — k)|
1
=5 1(=2j =4Il = lI(=) — 2B)]l = V5

& Ap = 2A1 = 2V5

Exercises



(1) Compute uxv
(a) u=2i+3j+4k , v=-2i+j-3k
(b) u=j+k , v=2i+3j-k

(c) u=i-j+2k , v=3i+j+2k

-4
2
-1

2
(d) u = [—1] ,V =
1

(2) Find the area of the triangle with vertices
pl(l; _ZJ 3)1 pZ(_SJ 11 4)and p3 (01 4; 3)

(3) Find the area of the Parallelogram with adjacent sides u=i+3j-2k,
v=3i-j-k

Inner product spaces

Def. Let V be a real vector space .An inner product on V is a function
that assigns to each ordered pair of vectors u,vin V a real number (u,v)
satisfying the following properties:

(a) (u,u)= 0 ;(u,u)=0 iff u=0,

(b) (v,u)=(u,v) Forany u,vinV

(c) (u+v,w)=(u,w)+(v,w) for any u,v,w in V

(d) (cu,v)=c(u,v) for u,vin V and c a real scalar

From these properties it follows that (u,cv)=c(u,v) because
(u,cv)=(cv,u)=c(u,v)=c(v,u)

Also (u,v+w)=(u,v)+(u,w)

Ex.1 The standard inner product or dot product on R™ as the function

Uy V1
. . Up V2| . on
that assigns to each ordered pair of vectorsu = | .| ,v =| .| inR
uﬂ. vn



The number, denoted by (u,v) ,given by
(U, v) = ugvy + UV, + oo + u,v,
this function satisfies the properties in definition

u, 41 . 2
Ex.2 Let u = [ ],v = [ ]be vectorsin R“.
- u; U2

We define (u,v)= u4v1 — U,y — w1V, + 3 Uy v,

Show that that this gives an inner product on R?

Solution (u, u) = u 2 — 2uqu, + 3uy? = uy? — 2uquy + uy? + 2u,°2
=(uy — uy)% + 2u,> >0

If (u,u)=0thenu, =u, and u, =0sou =20

Conversely if u=0 then (u,u)=0

The remaining three properties in definition are satisfying.

Ex.3 Let V be vector space of all continuous real-valued functions on the
interval [0,1]

(f.9) = fol f()g(t)dt wherefand ginV

The properties of definition are satisfied

@ (f.f) = [ (f)?dt = 0

If (f,f)=0 then f=0 conversely ,if f=0 then (f,f)=0

1 1
®) (f,g) = j F(Og®dt = f gOF©Odt = (g, f)
0 0

1
©f +g.h) = j (F(O) + g(O)h(t) dt
0

1 1
= J F(OR) dt + f gh@) dt = (f,h) + (g,h)
0 0

1 1
(d)(cf.g) = j Cf()g® dt =c j FOg©® dt = c(f,g)
0 0



For example if f(t)=t+1 and g(t)=2t+3,then

1

1
(f,g)zj (t+ 1)t +3)dt =f (2t%2 + 5t +3) dt =%
0

0

Theorem Let s = {uq, u,, ...., U, } be an ordered basis for a finite-
dimensional vector space V,and assume that we are given an inner
product on V.

Let ¢;; = (ui,uj)and C = [c;j] -then
(a) Cis a symmetric matrix

(b) C determines (v,w) for anyvand winV



